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ABSTRACT 

 

An approximate Riemann solver was developed for solving the shallow water equations (SWE) and 

energy transport describing the average flow dynamics of two liquid layers spreading inside a hori-

zontally rotating cylinder. The numerical model was particularly developed for simulating the hori-

zontal centrifugal casting (HSC) of the outer layer and the intermediate layer of a work roll. The SWE 

were derived in the rotating frame of reference; therefore, fictitious forces (the centrifugal force and 

the Coriolis force) were considered. In addition, other forces such as the bed shear force, the force of 

gravity, and forces arising from the variable liquid/solid interface were taken into account. The mould 

filling was realized through a Gaussian mass source applied in the centre of the mould. In addition to 

the flow solver, the enthalpy equation with the appropriate boundary conditions was solved inside the 

mould, end cores, and the casting. The solidification progress was studied by means of plotting the 

time dependent solid shell thickness at selected locations. The calculations were successfully vali-

dated with the pyrometer and thermo-camera measurements.  
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INTRODUCTION 

In the present paper a numerical simulation of 

the horizontal centrifugal casting (HSC) of the 

outer layer and the intermediate layer of a work 

roll is concerned. In short, the HSC process can 

be outlined as the following: An initially empty 

cylindrical mould is from inside painted with the 

refractory material and laid on four carrying roll-

ers, from which two coaxial rollers are driven 

and the other two are driving. Prior to the cast-

ing, the mould is preheated to a desired temper-

ature and the driving rollers gradually bring the 

mould into the rotational motion. When the de-

sired rounds per minutes is reached the casting 

of the outer shell can start. A liquid metal is 

poured from the crucible via the statically 

mounted runner approximately in the centre of 

the mould. Due to high centrifugal forces 

(>100g) the liquid metal spreads uniformly and 

generates a sleeve of constant thickness. The so-

lidification front proceeds from the relatively 

cold wall of the mould. After some period of 

time, the outer layer is partially solidified and the 

pouring of the intermediate layer begins. The 

centrifuging continues until the solidification is 

completed inside both layers. 

Among other research papers published re-

cently, numerical models differ mainly in 

whether the flow was solved or not. All research 

papers we mention here deal with a single layer 

casting i.e., in none of them the casting of two 

layers is discussed. Most of the numerical stud-

ies solving the flow dynamics used the VOF 

method [1] to capture the interface between the 

melt and the surrounding air. Xu [2] introduced 

an interesting numerical model of the HSC pro-

cess. The full set of Navier-Stokes equations was 

solved along with the heat advection-diffusion 

equation. The main focus of the paper dwells in 
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studying different gating systems for the filling. 

Simulations were terminated at 30 seconds, 

when the filling was completed. The solidifica-

tion model is not discussed in the paper. Next in-

teresting paper on the HSC process namely on 

the centrifugal casting of seamless pipes was 

written by Kaschnitz [3]. In this case, a commer-

cial package FLOW-3D was used. In order to 

avoid extremely small time steps, momentum 

equations were solved in the rotating frame of 

reference. However, due to a very small wall-to-

length thickness ratio, one simulation still took 

considerably long time (~20 days).  

A commercial package (STAR-CD V4) was 

also used in a paper by Keerthiprasad [4]. An ef-

fort was spent on comparing the cold flow simu-

lations of the single layer HSC with the experi-

mental castings. The mesh inside the mould was 

entirely constructed out of rather coarse polyhe-

dral elements, which allowed notably large time 

steps (~0.01 s). Only the continuity and momen-

tum equations were solved for the flow. Heat 

transfer and solidification were not discussed in 

the paper.  

Results from simulations showed roughly how 

the melt is spreading during the filling stage, 

however no details are given on how the filling 

was imposed and whether the model could cap-

ture some free surface patterns or not. From the 

literature survey it can be concluded that when 

the main objective of the research paper is a sim-

ulation of the free-surface, the heat transfer and 

the solidification are usually ignored. The main 

reason for this is different characteristic times for 

the free-surface motion and the solidification. In 

addition to free-surface simulations, several re-

search papers can be listed, which neglect the 

flow, do not consider mould filling, or assume a 

static flat free-surface. Such works generally tar-

get on simulation of the solidification of the 

whole liquid layer, very often accompanied by a 

segregation of some element due to a density dif-

ference and extremely high centrifugal pressure. 

For example in [5], Drenchev introduced a nu-

merical model discussing some aspects of mac-

rosegregation of reinforcing particles in a metal 

matrix. The enthalpy equation was the primary 

equation to solve with thermal physical proper-

ties determined from the segregation model. 

Since the flow (or the mould filling) was not in-

cluded, the initial thickness of the liquid layer 

was uniform and identical to the final thickness 

of the shell. Similar numerical models can be 

found in [6, 7]. The main bottleneck is the fact 

that the model lacks variances in the mould and 

shell temperatures due to the localized filling, 

which in turn affects the local thickness of the 

solidified shell and the macrostructure pattern 

consequently. 

In the present paper, we introduce a novel ap-

proach for modelling of average flow dynamics 

of both, the outer and the intermediate, layers. 

These two layers are immiscible. Here, the two 

layer model is an extension of the single layer 

model detailed e.g. in [8, 9]. Moreover, the top 

layer has lower density than the bottom layer. In-

stead of solving the full set of Navier-Stokes 

equations with the advection equation for the 

volume fraction (VOF method), which is inher-

ently computationally expensive, we make as-

sumption that the flow obeys so-called two layer 

shallow water equations (SWE). The flow during 

the HSC process can be characterized as a free 

surface flow with the moving interface between 

two layers, in which the thickness of each layer 

is rather small compared to the length of the 

mould. For this reason, it is rational to expect the 

momentum in the radial direction to be negligi-

ble compared to the momentum in the axial and 

tangential direction. Taking the 3D Navier-

Stokes equations and the continuity equation 

leaving out the momentum equation in the radial 

direction, replacing the pressure term with the 

hydrostatic pressure, and integrating momentum 

and continuity equations along the liquid height 

of each layer, and applying kinematic boundary 

condition on the free surface and at the interface 

between two layers one obtains the two layer 2D 

shallow water equations [10]. The two layer 

SWE are conditionally hyperbolic non-linear 

PDEs. In our case the range of parameters pre-

serves hyperbolicity and for this reason, we cal-

culate the fluxes using the approximate Riemann 

solver. The two layer SWE are coupled with the 

heat advection-diffusion equation containing the 

latent heat source term due to solidification. The 

heat diffusion is also solved with the appropriate 

thermal boundary conditions inside the mould 

and both end cores. The numerical simulation is 

performed with the industrial input parameters. 

Results are validated against pyrometer and 

thermo-camera measurements. 
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1. THEORY 

1.1 Two layer shallow water equations 

In the present paper, the two layer shallow water 

equations are derived only in one dimension 

namely the axial direction 𝑥 (Fig. 1). By replac-

ing the pressure term in the 2D Navier-Stokes 

equations for the axial and the radial direction 

with the hydrostatic pressure, applying the kine-

matic boundary condition at the free-surface and 

at the interface between each layer, and integrat-

ing both momentum equations and the continuity 

equation over the height of each liquid, one 

yields the set of two layer one dimensional shal-

low water equations in the axial direction. The 

hydrostatic pressure is equivalent to the centrif-

ugal pressure. In the plane defined by the radial 

and the axial direction, the Coriolis force as a 

next fictitious force does not have any non-zero 

component, as long as the rotation axis is coinci-

dent with the mould axis. Therefore, the Coriolis 

force does not appear in the momentum equa-

tions. The continuity equations for the outer 

layer (denoted by subscript 1) and the intermedi-

ate layer (denoted by subscript 2) take the form 

 0)()( 111  xt uhh  (1) 

 0)()( 222  xt uhh  (2) 

where h  is the height of a layer, and u  is the 

mass-flow averaged velocity of the correspond-

ing layer. In this paper, the notation t)(  stands 

for the partial time derivative and x)(  for the de-

rivative in x-direction. Note that since  21 hh

R , the axial and radial coordinates are mapped 

onto the Cartesian plane  rx, → zx,  as the fol-

lowing 

 rRzxx     and    (3) 

 

 

 

Figure 1. Schematic of the HSC process depicting two liquid 

layers and solidified shell denoted by ℎ1, ℎ2, , and 𝑏, respec-

tively. 

 

The momentum equations for each layer are 

given by 

 
 

112

1 )()(

)(

21

2

1

2

2

1

2

2
12

1111











 ib

xx

xt

hRhbRh

Rhuhuh




 (4) 

 
 

22

1 )()(

)(

12

2

2

2

2

2

2

2
12

2222







 i

xx

xt

hRhbRh

Rhuhuh




 (5) 

with   the angular frequency of the mould, R  

the inner radius of the mould, b  is the height of 

the solid layer growing from the mould wall, 

the density of the liquid layer, b  and i  the bed 

shear stress and  the shear stress between the lay-

ers both derived by assuming a parabolic veloc-

ity profiles in each layer. The bottom shear stress 

b  and the shear stress i  between the layers are 

expressed by the following formulas 

 1

1

13 u
h

b


   (6) 

  12

2

23 uu
h

i 


  (7) 

The momentum exchange between two layers is 

thus realized through two mechanisms. The first 

mechanism is hydrostatic, meaning that any 

slope of the layer 1 will influence the layer 2 and 

vice versa. The second mechanism is kinetic, 
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meaning that the moving layer 1 will drag the 

layer 2 and vice versa. Note that the two layer 

SWE are only applicable when the density of the 

layer 1 is larger than the density of the layer 2 at 

the top 21   . When 21    the heavier liq-

uid at the top will penetrate the lighter liquid at 

the bottom via the mechanism of Kelvin-Helm-

holtz instability [11]. In the HSC process, it is 

naturally desired that the density of the outer 

layer 1 is larger than the density of the interme-

diate layer 2 . 

1.2 Heat advection equation for each layer 

Due to the fact that the horizontal velocity field 

is solved by the SWE, the advection of the tem-

perature field has to be solved correspondingly. 

In other words, the mass-flow averaged veloci-

ties 1u  and 2u  are used to advect the temperature 

field averaged over the height of each layer. For 

each layer we therefore solve the advection 

equation given by: 

 0)()( 11111  xt TuhTh  (8) 

 0)()( 22222  xt TuhTh  (9) 

where T  is the temperature averaged over the 

liquid height. Note that the heat advection is 

solved together with the two layer SWE. The 

heat diffusion inside layers, the mould, and the 

end cores is solved in a fractional step approach 

along with the solidification. 

1.3 Heat diffusion, solidification, and mould fill-

ing 

After the average flow dynamics is solved to-

gether with the heat advection in each layer, the 

heat diffusion is solved with the appropriate 

thermal boundary conditions (Table 1). A refrac-

tory coating applied in the contact between the 

casting and the mould is taken into account via a 

thin wall model. In order to correctly mimic the 

latent heat release due to the solidification, the 

source of the latent heat is added to the heat dif-

fusion equation, which written in the cylindrical 

coordinates takes the following form: 

   trrrtp LfTkrTc   )()( 1  (10) 

with r  the radial distance from the mould axis, 

k  the thermal conductivity of the actual material, 

L  the latent heat, and f  the liquid fraction. The 

term with the latent heat is potentially a stiff 

source term and special care has to be taken in 

order to avoid numerical instabilities and too ex-

pensive iterative algorithms. In the present paper 

we adopted an approach by Voller [12], which 

usually requires only a few iterations (~3) to con-

verge the solution. For each layer a different liq-

uid fraction-to-temperature relationship was 

used to mimic solidification of different materi-

als (shown later in Sec. 3). After the temperature 

field is obtained, the solid height b  is updated by 

using the new position of the solidification front 

corresponding to the isoline of solidus tempera-

ture. Note that the solid height b  appears in the 

SWE, Eqs. (4)-(5). 

The pouring of the outer and the intermediate 

layer is realized through the mass source term 

with the normal distribution placed in the mould 

centre. The initial momentum of newly incoming 

mass can be neglected when compared to the 

centrifugal pressure immediately exerted on the 

liquid body. 

 

2. CALCULATION 

All equations mentioned in Sec. 1 were solved in 

finite volume framework. The implicit backward 

Euler method [13] was applied to discretize the 

heat diffusion Eq. (10). The symmetric linear 

system of equations was solved with the help of 

the preconditioned conjugate gradient solver. 

The latent heat source term was split into an im-

plicit and explicit part, which very much im-

proved the convergence. Only a few iterations 

were necessary in order to drop residuals below 

the specified value. 

Due to the hyperbolicity of the SWE, explicit 

updating formulas were used namely the first or-

der Godunov’s scheme with the high resolution 

corrections (MC limiter) [14]. The fluxes were 

determined from the approximate solution of the 

Riemann problem. 

1.3 Approximate Riemann solver + fractional 

stepping 

Symbolically, the SWE can be written as the fol-

lowing 

 SQAQ  xt )(  (11) 

where Q  represents the vector of conserved 

quantities   ,,,,,, 2222211111

TThuhhThuhhQ A

the vector of flux functions, and S the vector of 
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source terms. Eq. (11) can be rewritten in the fol-

lowing form 

 SQQAQ  xt )('  (12) 

where )(' QA  is the Jacobian matrix with condi-

tionally real eigenvalues. For the two layer 

SWE, a direct evaluation of the eigenspace is 

prohibitively very expensive. Instead, an ap-

proximation is more favourable. In the present 

paper, we expand about differences in the layer 

speeds and calculate first order approximations 

of eigenspeeds as 
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  Tuu 216,5 ,  (15) 

where 2,1 and 4,3  represent the external and in-

ternal eigenspeeds, respectively. The external ei-

genspeeds correspond to the speeds of free-sur-

face waves induced by the centrifugal pressure, 

whereas the internal waves are much smaller and 

correspond to waves due to the density and the 

velocity difference. The eigenspeeds 6,5  repre-

sent linearly degenerate waves passively carry-

ing jumps in 11Th  and 22Th . From Eq. (14) the 

condition   for the loss of hyperbolicity can be 

calculated 
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which is nearly the inverse of the Richardson 

number defining the transition to Kelvin-Helm-

holtz instability [15]. In the present paper, the 

hyperbolicity of Eq. (12) is however preserved 

and thus, an approximate Riemann solver can be 

used. By using the Jacobian matrix )(' QA  from 

Eq. (12), the eigenvalues, Eqs. (13)-(14), and op-

eration of linear algebra, the space of eigenvec-

tors can be obtained. The following system of 

linear equations has to be solved for each eigen-

speed   in order to calculate corresponding col-

umns of eigenvector space R . 
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The final form of each of the eigenvectors is 

  TTT 25431 ,,,,,1 r . (18) 

Knowing the complete eigenspace of the hyperbolic 

system, Eq. (12), the strength of each wave   can be 

obtained by solving the linear system of equations 

[16] 

 QRα   (19) 

with Q  being the jump of conserved quantities 

Q  over the face of a finite volume element. Af-

ter that, the fluxes can be obtained [17]. So far, 

only the homogeneous case of Eq. (11) was dis-

cussed )0( S . The first two terms on the right 

hand side of Eqs. (4) and (5) are upwinded by 

means of projecting it onto the matrix of eigen-

vectors and propagating it at the eigenspeeds, 

which result in a stationary discontinuity. Close 

to the numerical cells that are nearly empty it is 

crucial to apply a physical limit preventing from 

the occurrence of negative heights. The station-

ary discontinuity modifies the wave strengths of 

the homogeneous case, which in turn changes the 

resulting fluxes. A fractional stepping had to be 

applied for the remaining terms of the source S

, namely all friction terms, as the following 
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The main reason for this is that it is not yet clear 

how to handle physical limits. As long as the fric-

tion terms stay weak compared to the convective 

and the centrifugal pressure terms, the fractional 

stepping will maintain a reasonable accuracy. 

 

3. RESULTS AND DISCUSSION 

The numerical model was verified against the 

pyrometer and the thermo-camera measurements 

conducted during the industrial HSC process. 

The important dimensions and the main process 

parameters are summarized in Table 1. The 

physical properties are listed in Table 2. The sim-

ulation was performed on a structured grid with 

around 20 000 volume elements. The calculation 
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was terminated by the user at 3300 s of physical 

time. 

Table 1. Dimensions and process parameters 

Parameter value  unit 

Length of mould 3.78 m 

Inner radius of mould 0.424 m 

Mass flow rate of outer layer 75 kg/s 

Start of filling outer layer 0 s 

Mass flow rate of outer layer 9.7 kg/s 

Ambient temperature 25 °C 

HTCa at outer surfaces 40 W/m2/K 

HTC at roller tracks 500 W/m2/K 

a heat transfer coefficient 

 

Table 2. Physical properties of materials 

 Outer 

layer 

Intermediate 

layer 

mould end core coating 

Specific heat [J/kg/K] 430 450 490 650  

Thermal conductivity [W/m2/K] 22 25 58.6 2.3 2.5 

Density [kg/m3] 7700 7200 7850 2200  

Latent heat [kJ/kg] 280 200 a   

Dynamic viscosity [Pa s] 0.006 0.006    

a blank entries are irrelevant i.e. not used in the numerical model 

 

The simulation results were compared with the 

pyrometer and thermo-camera measurements. 

The pyrometer was used to record the free-sur-

face temperature of the casting. The aiming po-

sition of the pyrometer was located approxi-

mately in 1/3rd of the mould length. In addition, 

the thermo-camera was recording the outer tem-

perature of the mould. From the thermo-camera 

pictures the average temperature of the mould 

wall was calculated and used for the comparison. 

In Fig. 2, cooling curves from several castings of 

the same work roll obtained from the pyrometer 

are shown in thin solid lines. The cooling curve 

from the simulation is shown in a thick solid line. 

On a second y-axis, average temperatures of the 

external mould wall are compared. Simulation 

and experimental data are in a quite good agree-

ment. Next, Fig. 3 shows the computational do-

main with the volume elements partially visible. 

At ~35 min., temperature contours are given 

along with important lines such as the free-sur-

face line, the interface between the outer and in-

termediate layer, and isolines of liquidus and sol-

idus temperatures. 

In Fig. 3, the actual height 
2h  of the intermedi-

ate layer is not uniform due to the intermediate 

layer spreading from the mould centre towards 

the end cores and the intermediate layer interact-

ing with the outer layer through the friction and 

centrifugal pressure terms.  
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Figure 2. Comparison of cooling curves obtained from simulation and experiments  

(solid line – pyrometer, dashed line – thermo-camera). 

 

Figure 3. Temperature distribution in the outer and intermediate layer at ~35 min. 

 

4. CONCLUSION 

A simple algorithm was introduced allowing the 

calculation of the whole HSC process of the 

outer and intermediate layer of a work roll (~55 

min) in a reasonable enough time, while still re-

solving main aspects of the flow. The Navier-

Stokes equations were substituted by the two 

layer shallow water equations. The solidification 

(remelting) was solved with the help of the en-

thalpy method in finite volume framework con-

sidering the prescribed liquid fraction-to-tem-

perature relationships. The numerical model was 

successfully verified against the pyrometer and 

thermo-camera measurements. The mixing due 

the density differences cannot be captured by the 

present approach, which can be marked as a main 

drawback of the model. 
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